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Abstract Hardware correlators have been used in the
Chinese Chang’E missions. Recently, a hardware cor-
relator based on uniboard has been developed. This ar-
ticle presents the development of the hardware correla-
tor at SHAO and some results.
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1 Introduction

Fig. 1 Chinese VLBI Network.

The Chinese VLBI Network (CVN) has five
stations located in Shanghai, Beijing, Kunming, and
Urumqi and a VLBI center in Shanghai processing
four stations’ data in real time. In the Chang’E-1
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project, a Mark IV hardware correlator and, in the
Chang’E-2 project, a Mark 5B hardware correlator
were used to process the four stations’ data in real
time, as shown in Figure 2.

Fig. 2 Chang’E-1 and Chang’E-2 hardware correlators.

In the Chang’E-3 and Chang’E-5T1 missions, the
Chang’E-3 hardware correlator has been used and per-
formed well. The hardware correlator includes five
FPGA boards. Each FPGA board has the same hard-
ware, which consists of one Xilinx Virtex-4 FX60 and
four LX160 FPGAs.

Fig. 3 Chang’E-3 hardware correlator.
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The FX60 FPGA includes a 1 Gigabit Ethernet port
and two embedded PowerPC405 processors for send-
ing and receiving processing data and control informa-
tion to and from the outside network.

The FX60 also connects to four LX160 FPGAs
via a 64-bit bus to send and receive processing data
and control information to each LX160 FPGA. Each
LX160 FPGA has a 32-bit cPCI bus connection to the
mother board, which connects all five FPGA boards.
The FPGA board and the correlator pictures are shown
in Figure 3.

2 Hardware Correlator in Uniboard

Fig. 4 Previous hardware correlator diagram.

Right now, we are designing the hardware correla-
tor in Uniboard for the next generation correlator. At
first we wanted to use the previous design, as shown in
Figure 4.

Fig. 5 Data speed table for previous design.

But soon we found that this design will have a
speed bottleneck. As shown in Figure 5, in the previ-
ous design the IO interface is after FSTC (fractional
sample time correction). So when the input data speed
is 8 Gbps, a speed of 128 Gbps will be needed after
FSTC to accommodate the system, but the IO interface
is limited to 75 Gbps, so to address the speed bottle-
neck, the input speed has to be reduced.

Fig. 6 Uniboard hardware correlator diagram.

As shown in Figure 6, in the recent Uniboard hard-
ware correlator design, we are now moving the IO in-
terface after the data playback.

Fig. 7 Data speed table for Uniboard design.

As shown in Figure 7, after the 10GbE interface and
data playback, the data speed is still 8 Gbps, so the IO
interface does not have a speed bottleneck in this case.
The following processing that generates a data explo-
sion will be done inside the FPGA chip, so the system
will not have a speed bottleneck.
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3 Some Results

Implementation of the previous Uniboard hardware
correlator functions has been completed, and we have
performed some testing on one source sampled by two
CDAS2s, as shown in Figure 8. We also tested the
previous Chang’E data and compared the results with
the Chang’E-3 hardware correlator. Right now, we are
designing the new functions for the next mission.

Fig. 8 Test of the same source, sampled by two CDAS2
(16 channel 2 bit 512 MHz BW).

Fig. 9 Test of previous Chang’E data.

4 Future Plans

• Deep Space Correlator will:

– Be expanded to an eight station, 32 channel sys-
tem;

– Support the VDIF VSR format;
– Support multi-target parallel processing;
– Support 4, 8 and 16 bit sampled data.

• VGOS Correlator will:

– Be expanded to a 16 station, 32 channel system;
– Support a real time mode;
– Support an output SWIN format;
– Be updated to Xilinx board or Uniboard2;
– Support VGOS mode with a maximum of

16 Gbps per station.
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